
 

Markov chaine review

See EE 6150 course homepage

for detailed notes

Def A stochastic process Xu n 03 with a

countable state space S in a DTMC if
T Xm ES Hn o

Gi Hn o i j ES

Markov PC Xn j Xn i Xn in Xnein a Xo o

proof
p Xue j Xn i

The future is conditionally independent of the
post given the present

DI A DTMC with countable State space S is

time homogeneous if
PCXue j Xn i Ri Hn 0 Hi JES

transition probability



Tf the stale space is finite we can form the
transition probability matrix P as follows

Let Islam

P
r

Pm Pym

Q is the transition probability matrix t.fm pay
enough to derive the finite dimensional distribute
i.e

P Xo Io X i Xn in No

Simple core PC Xo io X i

PC xi.ie Xo io PCXon io

Pio X PCXon.is

Suppose we are given

ai PCX.si Hies
Fisitnindbution

Fat A DTMC Xn n 03 is completely specified

by the initial distribution a f p.m P



Excl Two state DTMC
S 1,23

Pi h 1 2 0 2,1311
1 p p

2607 02

Marginal distribution
É x
t t t t t h

Let Xu n 03 be a DTMC with state space
S 0,1 2 3 E p.m P

initial distribution a

want dÉ PCXn j distribution of Xn

P Xn j E PCX.si Xo i PCXo i
IES

E PIX j Xo ai
IES

E di Pi
IES

where

ftp.xnpjg.y
Hi jtS n7o



u step transition probability

In particular

pi PCXo j Xo i Si ii IES

where fi 1 if i j
0 else

pi P X jlXo i Pi i IES

Q How to calculate pig n 2

Chapman Kolmogorov equations

Pi Pin PIE i jes

where 0 E K En

Suppose 1st me finite state space

n.im i li

i



1
pm Pi i j c m

Lecture 29

Chapman Kolmogorov equation

pen pct pln k Osten

Fact pen p
th power of t p.m P

EXAMPLE Random walk

Pints P Pi i f or Ftp a ice

Ocpc I

Find Po PC Xn o Xo o

If n is odd Po O

today
If n is even Say n 2k then

one has to take k steps to right
k stops to left in any order

2k

Po

III
p q
I

ways distinct
Prohof k left x prob k right steps

of k right4



of 1 ghl

Kieftsteps

EXA
DTMC with S f 1,2 3,41

a Iif t't

c S
act a Pk H.w

where a P Xcel PCxed PCXEED

DTM Ca First passage times

Let Xn n 03 be a DTMC on S491,2 3

T O

First passage time into o

Quantities related to T

Complementary Cdf PCT n n o

Probabilityof eventually hitting PCT ca



EXAMPLE L 1 2 B
Two state DTMC

toobtpinnefmsty.afge.inIeat PP ffstpd
T minfn3o Xn 13

Iginla PCT n Xo 2 p

PCT n Xo 2 Ugh I Usfn
pm'll 13
Geometric distribution

Occupancy times

Xn n 03 DTMC with State space S

t p m P

V.fm visits to j upto time nfincludingo

Note Vg 1 if Xo j

Define Minin E Yj Xo i i.jfs.nu

occupancy time of j upto n starting in i

I



occupancy N Mii i yes Islematrix

Fact Men's E P n 0

EXAMPLE
3 State DTM C S A B C

f p.m P A of o of
B o c o 4 0 4

o l 0.3 0.6

f

14 2.74 5.42ma Ep 1.26 3.95 4 78

1 IS 2.85 6

ME I 2.14 if customer bays Aondayo
initial distributed

then the expected of
purchases of A 2.14
over 10days

My 5.12

Remark Marginal distributions passage times

these characterize the transient behaviour

of Markov chains



Markov chains limiting behaviour

I Recall Pen n step f p.m

P 7 prob A going from i to j in
n steps

pen's ph
Q Does PM converge as n sa

n

occupancy matrix Mcn S p
Teo

pi visits b j starting in i up to time n

Mcn row Shins are ntl

Does M converge as n s
n 11

EXAMPLE

Lf IPTwo state DTMC

2 13 2
i p

By an induction argument it can be shown that

P f p te I ftp.T.pl

Check cae nel P P
ftp.t



r induction hypothesis for kl n prove for nti my p pm

is it
Another induction argument gives

f fp i xp

II it
P II converged to the same limit

Classification of states

Accessibility
A state j is said to be accessible from a state i

if Fn o s t Pig 70

If j is accessible from i we write i j

i j F a directed path from i to j in

the transition diagram



Communication States i and j communicate if
i j and j i

Denote communication by

claim
i i i reflexive

i If i j then j i symmetric

iii if i j j K then i K transitive

communicating class

A set CC S is a communicating class it

i IEC IEC i j

fi i EC i j JE C makes C maximal

As I 2 263

1,23 is not a

302 communicating does

but 1,433 is

s a a Bus
Closed communicating class

A communicating Ian C is closed if
for any i C C jfc we have i j



j Inotaccusible from i

12,33 is a closed

communicating class

0

If Xn EC for some n C is closed then

Xm EC H m n

We can partition the state space as

us

qq.gg ggU
T

left over states
could include
communicating
clauses that
aren't closed

Irreducibility If the state space S is a single
closed communicating clan then the DTMC is
said to be irreducible

Else it is reducible

Example

If 0 2 BCI then 1,23 is a



f I

closed communicating class the

DTMC is irreducible

Suppose 2 1 oops l

i is a closed communicating class

23 in not cloned

Partition of state space I u 23
G T

Care 2 13 1 Partition 1130123
C C

E 0

Recurrence transience

I min n o Xn i its
Tt PC TT a X

Probof returning
to state

inE C Fi Xo i expected steps
taken before returning

A state i is recurrent if I I
Def

transient if I I

a Tf UF then TEEstep's
forreturnstateistransient



Recurrat i P Tica l
int

Transit i P Tice at
titty

Def A recurrent state i is

positive recurrent
hall recurrent

if my a if Miss
T

expected return fine

Example If i is an absorbing state then

PC X.si Xo i I

Ti 1 MY 1

Then i is positive recurrent

Recurrence transience are communicating clan properties

Ets
i is recurrat ie j j is recurrent

i transient ie j j is transient

Next positive null recurrence are clap properties

Fania i Dj i is positive recurrent

j is positive recurrent



i j i is null recurrent

j is null recurrent

1 A communicating class is called
i transient if all its stats are transient

positive recurrent if all its status are positive recurrent

iii null recurrent if all its state are null recurrent

E An irreducible DTMC is positive all recurrent

transit if all its slates are positive null recurnat

transient

Example Random walk

Poo PmN l Pi i P Pi i FU lei EN l

Q P P P Pm I

q q g

Oc Royal ptg 1

Slate 0 recurrent
neo u

I N i transient



Mkochainstakentotherlinit

nite irreducible Markov chain

recurrent also positive
recurrat

i an

Def For attrition chain with t p.m P the

vector T ti ie s is called a stationary
distribution if

i IT 70 Hi Eiti
It in a distribution

i IT IT P it is stationary

Remark If the initial distribution is IT then

what is the distribution of Xn it P

ITP pay
IT ph

l

dist of Xn IT



Main result e consider an irreducible Markov chain

a F a stationary distribution IT if and only if

some state is positive recurrent

i.e if DTMC is irreducible t transientnull recurrent

then NO stationary distribution

b If there exists a stationary distribution IT

then i every state is positive recurrent

i it

I Hits where

ca Mi ECT Xii with Tie min n I Xii

fie I typoi since Ti gestjP GIMP
Ciii it is unique

Example
Two state DTMC É 2 8 2

IT IT P E IT LIT TX B T2

T2 X D IT pit
TIP

IT 12 1

If you solve then

IT It 2 123



I I x 13 I
m

if

is the
stationary dirt

value for
slates

I the hit time ang space avg

ergodic

I I



I I

41.1.2.7 cesar sense

In j I I X j occupancy
measure
for state j

Time average In j

As non where does the time average converge

for a irreducible positive recurrent DTMC

In InCj Tj as n a a s
w p 1

or equivalently IVnCj 7 In as nos w p l

For a null recurrent state j

In Vici 0 a s as na

the same for transient stats

Big Fact It Consider a irreducible recurrent DTMC

Then for any j ES
CatmotErely

age t II III
am ÉÉ



fo y Xo

A few remarks

E KI X.si tEECICxm j7lxo i

In E p'm i j

E I

Ig Ix Iii
So

I p i j Iii y

In if j is hall recurrent then the
limit is zero

In if j is positive recurrent then the
limit is positive

For a transient state j E pili j a

Mal

I EPci s o

i e E TI Xo O

for transient j


