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1. Problem Statement

An adversarial example is a sample of input data which has been modified very slightly
in a way that is intended to cause a machine learning classifier to misclassify it. In many
cases, these modifications can be so subtle that a human observer does not even notice
the modification at all, yet the classifier still makes a mistake. Refer [1] for more details
about the concept of Adversarial Attack. In this problem, you are required to create a
process/method/deep learning network to create adversarial examples for a
state-of-the-art (SOTA) method for Image Classification and/or Object Recognition
and/or Face Recognition and/or Image Segmentation.

2. Input
● SOTA deep learning methods for one or more tasks mention in problem

statement (for instance: InceptionV3)
● Original Dataset that would be modified for generating adversarial samples

3. Expected Output
● A method/algorithm to generate samples that causes the pretrained SOTA to fail.

Please note that the method to generate the samples should be generic such that
all samples generated using it cause the pretrained network to fail.

4. Sample Input/Output

Figure 1: Target (Input Image)



Figure 2: Output of figure 1

Figure 3: Target (input)



Figure 4: Output of figure 3
Generated Adversarial examples which are realistic but capable of fooling the Deep learning
network
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