



































































































































Lecture Policy gradient methods Ph methodcontd

The main idea behind PG methods is

the likelihood ratio trick
An illustration of this trick in a very simple setting

Let X be a v.v with man function

PCO
parameter

i e PC X x is parameterized by O

J o E f x e g OER

Goal qinJ min among a den of
parameterized r v s

Wat to find but O using a gradiat method

Ott Ot Pt 7510 C Gradient descant

Need D 510
Use likelihood ratio trick which is shown below

510 E f x p 0 x Lotus

7510 Po E fix plo x

nqeygfgtq.IE EfCx PPl0 x condition mealy letÉIE






































































































































a C
Lenora

D 510 Eflapplo x

finery peon

D 510 E f f PPI E frog p

To get an estimate of 7510 IcasmptefroI
PICO x

peon
likelihood ratio pro

Ppg

ii state space X actinspaced

It clan of admissible stationary
deterministic policies

IT IT A it is time invent

Impatient tea tan action FIE they
for Ph method we consider stationary randomized
policies i.e

it X DX
Set of all distributions
over the actions

Rr simplicity aware all actionavailablein all stats






































































































































i S

eg teal
egrthpfg.gg

sranto ie
policy

ist3 parametrize

by
OIT x tox al Hata

I'distribution
over A Ott Erd

Simple example for h h 10 ia O Egg peak

J
Boltzmann

11 81 a.mn
aka

b soft max

Assomption A1 Policy To is a continuosly differentiablefunctionofO
D log it exists

Note Every Ito is identified by its parameter Of Rd

Goal min J x Find an approximately

Of
optimal policy in he
closof parameterizedpolicies

we want to find the butparanterinaday

To 1 Of 839 g O Rd

Want to fit a Ot e argmin 5,18Of 8

It is not necessarily a convex function of parameterO






































































































































Jiro n I n ly f of p
so a gradient also in policy space convergee hee local optime

Today An expression for IT Go

So that we can do

update
iteration

Otti Ot Be F J q
Policygradient

I
estimate of 75,60stochastic

gratuity.im

nflo Q f

Emm

o s.t PJ 17 0

Catch We need to know PJ R

x
usual RL satin closed for offs
is not available

has to be estimated from samples

For a deterministic policy Q a glee a t Peace Jit x

J x Qr x Too

With randomized policies J x IT x a Q 2,9
a






































































































































need to average over actions
since it in a distribution

Q Gc a gtx a t Pxalt x

Poliyggdig.tn
heorem fforssps

Jg X Tonia Q lx a

a

P J Gi TE t.la Qqbi.a

PT ka Q hi a Tobia Mafia
Iexpanded

PT Ha Q hi a Tolda To gesta EP
t

does notdupe O
Po 7 Gi

Ea iTolHa7Qqli.a Tolka Bak PJ
4

tinted nextstate

xo

gpos_probtToGalypospIgYIaIToCx9a7Qqbi.a

To 1a Bak
Pit Csi a Q lx a

the a EP DJ la'D

E É P ex 719To Deok a Q lx a

I






































































































































I
Probof gory from 20 to

x in k steps

while following the policy To

PJ p P ex Mto Dito'sa Q lx a

T
Policy gradient

theorem
occupancy
measure
canbenormalized

With some abuse of notation the policy gradient thn is

written as
p Egp Kx Mto

75,11 Dt Paola Qala

Et Dito X a QIX.az
t
X in a v.v governed

by a distribution
that uses dito

DITO is available in closed form we did the
paracterization

Qq estimated big a sample path

PGupdate Oye Of P PITA Xia Q Xia






































































































































Q estimate of To

PICK E.gl EDITH a Q X a

E E't Mia aka Iffy
Eno

IT IX a Q X a DlogITCX.ay

poseAinar.v chosen wig the distribution IT

7 Ey Q X A D logo X A
1 I
both X A are random

X in chosen for a distributiony
EChex the occupancy none

4 A ie chosen any X

Suppose E 8 Qu Then

IÉ






































































































































A more naive version

Fix Tot Simulate an episode g Ao it
Collect a sample of the total cost from this

episode call it Check E in an

unbiasedarticleof
IT

Ott Of Be Qt D log to Xo A
1
AN IT Xo

Aside Wat to estimate Qala a E Egl't.at as
I Got

total cost in SSP

starting in x takes action a

Estinetion do
I

7
follow it until termination

Collect total cost sample say Ce

E G On Gsa

Can be extended to cover an action A teatis

Chosen from a random policy H 171




















































































Remark I REINFORCE policy evaluation 8th
is Monte Carlo

Instead if we me a parametric approximation

for Qu say Qq x a I 270 6 a
T
linear fine approx

Con me TD with LFA to obtain an estate

of Qa C

Suppose TD convenes to 77

Q x a I 2 0 6 a

ECTOR a Q Ga

Parametric approximation induce a bias

On the other hand MC methods blindly have largevariance

Can do policy gradiat with function approximation

to
Actor Critic algorithms



Ott Q Pt 50,60

I
Q XoAo Plog IT Xo to

I
to XoAo

How to get it

Fix Policy Tot
Obtain a sample path ung Ho

Ren TD wring this suple paths I estimateof a

use 5 do gradiat descent in policy parameter

stochastic
gradiatdescat

T a

N ingrownTD like algorithm


