
 
Lecture 15

Infinite horizon discounted MD Ps
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Even in the discounted case T I are monotone
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Every discounted problem has an equivalent Ssp
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Prop 2 Bellman equation

The optimal discounted cost It satisfies

F T JA Ie

Ali min Epigla gli a j 125723
jBÉÉÉ

Also It is the unique fixed point of T

Eg in the proof above is

Ci MI 2
ya

151571

E f's i

I ICilt MI 2
II

151571

Applying operator T on all sides

TJ Ci MIT 2
YEE 1515711445

i

STIG MIN 241g Iggy
wemed
constant shift
lemme



Taking Leo on all sides of the equator above
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Necessary sufficient condition for optimal policy
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T is a contraction in Hella norm with modulus 2
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Sp set of States where it is optimal to repair
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Illustrative example for VI
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PI algorithm
step 1 start with a policy To

Step 2 Evaluate IT i.e compute JitPolicy
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PI example
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It mini
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On problems with a large state space LP is

not practical

Remark Can we LP approach for solving SSDsaswell

H W write down the LP for the
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