
 

Infinite horizon MDPs Lecture 5 contd

NDP components state space X action space A
transition probabilities Pig a

initial
state

pegged

lost

Jj to him E Eid'ghic Micka re

yea y Ne 100

Ingle stage at
policy it MoMi Ga 3 stationary

discount factor Lf lo I

Goal Exo Fifa ThoA
optindexpectedcost satdfssible policies

let it arg win 5,11
M ITEDIT

optimal
policy

Two popular M DPs

I Stochastic shortest path SSP aka episodic MDPs

a 2 1 b Finite state action space
States I n3U t

c There exist a special state say T that is t
cost free
absorbing

9 Tait 0 a

Ptt Ca I Ha IIdiagramforan



I Discounted MDP

a 2 1

b gli a j f Max Hi JEX aft

a b JIG is finite

E Average lost MDP skipped see Chaptersof V II Doc
book

Main results

E Taking finite horizon to the limit

alert this is a changeof notation from finitchhopter
Let It i be the optimal expectedcost of a

N stage finite horizon MDP with

initial state i 4 stationary cost g i a j

Then the infinite horizon optimal expected cost is

given by

J Ci Lim II Ci
Ne T

Finite horizon
optind lot

infinitehorizon
optind cost



Bellman equation AxnX 11 n3y yy
For a N stage problem with J denoting the

optimal cost the DP algorithm is

Jet i min
acte É Pijla gli a 125 j

n Iioptimal cost in
optimizeaction optimalcost

a Ket stage innecurratilye for a k stage
problem problem

In the infinite horizon the optimal cost J satisfies

i min
atac É Pis la glia 125 93

or

Bellman

4a
FC2 info jCgli.at3 256D H

DP algorithm is an algorithm while Bellmanequation
is sptonofeggs

that the optimalcostsatisfies

How to get the optimal policy at

Hi Thi ayy É Pita gli
a 12552 Bellman

equation

For state i Let at i be the minimizer in the Bellnacqudien



Make up a policy as follows i at i Hi

Then it is to an optimal policy

ecture 6 Stochastic shortest path Ssp problems
state space I n

In Ssp F a special terminal state say T
that satisfies

Iggy Effy
Ha

Examples
A simple example of SSP Deterministic shortest path
A finite horizon problem can be easily cast as

an Ssp

In the SSP for a finite horizon problem with horizon N

States fifthstage

Terminal states i N Hits

Transitions i k j Ktl w p Pig la

Costs f w



Proper policies

Shortest path problem
cost

Improper policy loop between
1 2

Expectedcosts

Proper policy Goto T from 1
also 2

Stationary policy IT 87A which takes the same action saya
in a state i irrespective of the stage k in the infinitehorizon

IT MM So we identify the stationery
policy with a mopping for XtoA

Def A stationary policy it is proper if Im o

Max PC in t io i it Ieat it n I É toggednth state
visitedalong state i

a samplepath It
Proper policy 7 a pos prob path from any stale i to the terminalstate

A policy that isn't proper is improper i e C D
Assumptions

Al There exists at least one proper policy

A2 For every improper policy it the associated

expected cost J i is infinite for at least

one state i



Under a proper policy Prob not reaching T goes
down asymptotically youettle

Thapa
PC isnt To i T

P iam T im t ioi P im t Isi It

Markovproperly

P im TI To T T PC in T III IT E EI

More generally

PC ik t ii it s et
k m

P int IET iii T
X P int igi

six e.tt e.tt

Let go be the lost incurred in Kth stage for policy't

E Igel E Ed ie Igli acid

for stiff singlestagecost

doesn'tdepend on neatstate



µ É et'd maxlgci.aeJaci e him

c o

So for a proper policy it the expected cost J is finite

Lecture 7

Notation

State space X I n T

For any J JCI J n

define the Bellman optimality operator TJ TID TJ n

as

in TJ i min E PijCa gli a j PiolaJCj

4
atAli j l n t J I p

doesnot
include't

I
operaffrisfottied to includes terminalstate

ay policy

Gandhi TJ i
iggy Ej glia s 5153

Another operator for a given policy it

TAJ ITA Ta Jin where

TJ i g Pig Acis gli Tei j 5127

i I n



For a given IT

p't P TCD Pinchas
I

P matrixhas
positiveentries i

Pn tin puncitin

g Gali gin where

gali Eg Pij acid gli
it i j

Usig got p't we have

T J g t P'J

Applying operator T multiple fires

J TJ 755

Let tKI i TCT's Ii i i n
with TOI i Jli

Similarly for Tat

T T are monotone

Lemma I Let J J ER satisfy
J i E J Ci Hi



Then for any K 1,2

i tht i T's i and

ii For any stationary policy it

It i T.IT i

PI TJ Lik main Fifa gli a 5 51537

I win E Pig a gli a j I j

TJ i

How Complete the rest of the proof wing induction

How Do the proof for It

Another lemma Constant shift lemma
Stationary it S any scalar e vectorof nones

Then Hist n Hk 1,2 we have

i TK Jt Se i E CHI Ci J

ii Tak CJtse i E TJ i f

refill



C

PI CT J Se i

main Eg Pig
a gli a j 1 1545 8e j

min egg Pig
a gli a ftp.jla Cj7t8

main EP
a gli a j J j 2 1

I Pilaf
eggingp

E CianEpigeal gci.mil PiidJcjD S

TT Ci 8
We showed

Tease i TJ GHS

Rest of the proofs a simple induction t

Properties of Tir
pager get

at

Proposition 1 Assume A1 A2 Then

T For any proper policy IT the associated cost J satisfies

I IT Ci T.IE n

for any J



J T

Also J T J G

J is the unique solution of X
TCikgli.tn i7 EPizHn TCDT

Policy evaluation Task of computing J for a givenpolicy IT

Urig policy evaluation can be done by starting in a j

repeatedly applying T J T J TED n

Ung x Solve J TJ to Obtain Jit
i Suppose a stationary policy it Satisfies

Jci TJ i it n for som F
Then IT is proper

Properties of Bellman optimality operator T

PropI Assume CAD A2

Let Ci
Ying

Juli i l n

it optimal policy
Then flat
i J satisfies 165875752 o

Bellman T F GA
equation

J is the unique solution to C A
ire doesnot exist a J I satisfy J TJ



Gi For any J we have

TJ i Ci is i nhim

ii A stationary policy it is optimal if only if

Ty T JA

EPijlticidlgli.tiil.pt j min pig a glia j j i

lecture8
Proof of Prop I PartCi

First claim 41 Tak
J J for any J

CPFwithin Pf T J g t Pat

TEJ G t PHTHT G P G PIJ

Generalizing we obtain

T.tt 1st É Pig CA

Note 4,2 EÉ PIG JA CI

recall J Cik Ey E EIglam alike osi

t
infinite horizon
Su of Kae PIG
is Jit

is



IT is proper PC ik t igi it I eat i

It PIJ O CI

Uy I I in Ct we obtain 45,75 Ja
Second claim Ty T J uniqueness

Tt J got P J

Taking limit as k se on both sides we get

IT T T 4 got Potts

JH G t PI TT Ty JT
So JT TIIT

Uniqueness Suppose J satisfies F T F

F Ty I TIF T.tt
Taking limits I 41 I Ja

so Ja is the unique fixed point

2 End of Pf within Pf again

Proofof Prop 1 past ii
Given Stationary IT satisfying 577J for some t

J TAJ 3 THT TEJ
J 3 TEJ so on



J 7 TAJ PITT EI PIG E
p f

If IT is not proper then

I YI EEPig diverges

This leads to a contradiction since 57 41,2745 55
fille

t

bp
policy

End of part ii

roof of Prop 27

i Tao J satisfies

TF Ex

J is the unique solution to C

Pf T has at most one fixed point

Suppose J and J satisfy J TJ J TJ

we will show J D J by an interchangeable orgeat which would imply5 5

Select a policy H S t TJ TJ

Pitt i gli Heil 15157 min Epigla gli a j 1512
j

Set it i to be the minimizing action on the RHS

Similarly make up a policy it St TJ Ty J



We have J TJ T J

Tf J TAJ then J Jit Also T is proper
any path after
observing J T J

Similarly J J S IT is proper

Now J TJ JE TI J Hk

compare TJ IT T for ay it

min EPijlafiglia j 1593 EpigealDCgt 1 5s'D

Je T.tt EJ14ITtJ J J

We got JE J

Repeating the arguments with 545 swappedleads to J EJ

So J J Cor T has at most one
fixed point

Ead of uniqueness part
Begin of existence part

Let it be a proper policy AD ensures Fat hat
one proper policy

Let it be another policy s t

msn.to Ij se s



Now TH F TH JA
T T TH FTH'T'T

Prop
M

defof IT by construction

So Ja Ty JT Ty Ty Tt J

Taking limits J 7 41 THA JA

Allo it is proper from PropI patii since J 3 Ty T t isproper

So we have two proper policies satisfying

J 35 1

Repeating the arguments above again again again
we obtain a

sequence of policies It
S t i Each II is proper

i
Ji 7TH Tita K 1

No of policies is finite because we assumed that the

state action spaces are finite

JT I T Jit Jaz
in his sequence a

policyhas to repeat

For hot repeatpolicysay it we get JI TJ
fixed point exists

E d of existence proof



of
ecture 9 claim TK J Ty as Kes later we show

F J

Pf e n vector of ones Fix 870

Pick I s t T I J Se

Such a I can be found since

I T J Se gats e PET

FCgy sejP.TT 6

Tie the expected cost of I in an SSP withT

single stage cost gaffe
F is the unique solutes since it is proper Either
By construction JA E J since g s g tfe

Recall J satisfies JE TJ FEI
proof

Notice that Tigmonotone

É IÉÉÉÉÉ Ii
Byconstructionoff

I Ij t's
5 5

TJ E JStaff t ITi earlierinequality
KI e th



J E T s e I
are both finite

So

I
y gym

Hence him I I for some F
K x

Apply T on both sides ofheshadet.tn

Tf him T 5 TI
Koe

T ie a continuous mapping T can be taken inside
the limit

TJ my linearfoff T is continuous

TF TCE 5 E
THE 5

So TJ J G

I I sincethefed point of T
is unique Ji

The sandwich principle
we will show 41 T JI Se J

To see this



See a lemma on p 9 above

IE JE Se TT Je É TE Se S TJ

TIFF's
JI Se E T Jt Se E JI

Ung TCH Se E TCH Se I e THI Se

F Se E T J Je E J

So Tk J Se in a monotone bounded sequence

implying
similar to CA

Lim HCT se J

me a answer

kno

For any J we can find a 70 such that

I Je e J e I 7 costof policy it with
singlestagecost get Je

t Ja Se S T'T E T I

Taking limits

IIT Tt Se E T'S E I T J

JI I E TJ E J 4
TF Ja

for anyfiniteJ



What remains To show J 5

Take any policy it We have

It Jo T Jo

where Jo is arbitrary n vector

Take limits as k so on both sides of 4 to obtain

Jae JI True for any H

So Tq J

End of part b
we showed i JET

ii Igt's
foray 5

Start of post e

IT is optimal f T TT

2 Suppose IT is optimal
J JA

I T J J J T

s

T
Tt T JA



E Suppose T T T J

T Fro Prop1 Patti IT is proper

For a proper it we have

T J't

It
IT is optimal

End of part cos

Lecture 18

Example Time to termination

Consider an SSP where

gli a I Tal n

Goal get to terminal state asap

Let optimal expected cost satisfies

Bellman
equation J i T i Hi

fi min I Pij a Jj i i n



Special case Only one action in each state Man

i expected first passage time to

terminal state Ti

Let m denote this time instead of This

m It ftp.gmg it n

Another example Fly a spider

Spider fly move on a line

I t t t t t t t 1
Spider fly

fly

Spider c if at a distance 71 from fly
then jump I wit towards fly

ii if distance l

a
jump don't jump
towardsfly

If fly spider in same position then you know
what happens



Goal help spider catch the fly within min

expected time

SSP formulation
States distance between spider fly

States 0 I int initial distance b w

spider fly

Terminal state 0

let
Pigeon P MI

spider moves spider doesn't move

cost al in all states before hitting terminal O'state

remaining transition probabilities Pig 722

For 572 P P Pi 1 1 2P Pi 2 P

For Tal Spider jumps action M

P m Ip Pio m I 2p

Spider doesntjump action MT

P.fm P P rt 1 2p Boca p

Bellman equation for i 2

Ci I p Ci 2p Ci 1 p i 2

J o o La



For state 1

5 11 It min 2PAC I SPACE

p 2 1 2p G PIP
D It win 2p D p 5

127 1 2p D

I Tales
From

2 It p 2 1 2p D
G
Ip 4 371 Ex

Substitute GAA in Xx

G min p i

Ept paid Xp FD
which is the same as

D It win ap CD
Ip ftp.T Jin

A gap tjup
Case A E B

D It 2p CD



2p CDE Ep 774
i p

In this case 1 D I
1 2p

Substitute this in ht to obtain optimalto

TIP E Ep Ip p e 5
Jwp

Case A B

THD It Ip X 2e l and
i p

2p CD 7 Ip t 7511
i p

From E N THI

Substitute this in the constraint to obtain

2 7 I ptf H P
1 P T

optimal to

J fD i
when pets

not jap

else



Wig 5 11 we obtain 5 12 so on for
Ci i 3

Eiomignext
Value iteration VI

start with Jo
Tz TJ

I T I 2 2
Jo

15095

It T JK

We already know very clearly that

Lim Ttt 5 under CAD CAD

P Tko
I l proper improper

Can do VI for policy exaleaatin policy policies

To J J2 135
special case All policies are proper

Then VI converges at a geometric rateiteratorsofVI
need theoryof

11J 511 E e 115 5 11 Contraction
g

p
s

mappings
l t daks.t.IT lfa constant Hell gifted not



ay

Lecture It Assume all policies are proper
We will show that the Bellman optimality operatorT

is a contraction wer t a weighted max norm

In particular F a vector 5 15117 n

s f S i 0 Hial n and a scalar ocean

such that

Iodulusof
contraction

ITT T Ill E l 11J Ills HJ Jfk

Here 11511
EE 154

or
weighted max norm

Also for any stationary properpowgit
Il T J T Ill E l 115 Ill HJ JfIR

PI Need a vector such that T is a contraction wrtll.tl

Idea Make up a MDP solve it get 5
then show such a helps in contractionbusiness

Consider a new Ssp with sane Pig a i i a

bit different transition costs

Transition cost I everywhere except terminal state



g T a T 0 Ha g i a j 1 else

Let I optimal cost in his new SSP
Then using Bellman equation

Ici I main fee Pig
a Ifj

T Jci
E TH I Ci for any proper it

I Pig His Icj

Let i Ici ist n

Note D i 31

Ici 3 It Pigtail tf

i 3 It E Pigtail j 1 7

EP Cecil Cj E i I sesci A

most.it e tI sgg a



Now for my T J I tJEPijiiyg35
I 5 i T F i g.EP.gl iDCJCj7 5CID

Iatse EEP.gl iDlJCp JCjD1

EPijftciDscil fgII
Pisans's 1sg

ÉÉ

JIG KIM E e sci E In
15
531

I

HTngft.tt e e In 15855
7

This inequality holds for any state

max I 5 i Tat i e e II 15953in n
i

11 IT T Ill E C 115 Ill

So T in a contraction v r t Il Il

win nous e 50 7,11 1515815112



Next to show that T in awnditw.i 1 ae
wI We have shown already that

5 i S IT Iki e Sli 158ft
Take minimum over IT on both sides to obtain

TJ i E TIKI e Sli 158231
Interchange J J to obtain

TJ i E TIKI e Sli 157,1
ITT Ci GI li e e SE 155,1

Egil
e e 157,1

or II TT T Ill E e 115 Ill

Thu T is a contraction wrt Hell with

modulus e



Value iteration VI

1 Choose Some To

2 Repeatedly apply T

Jo J 5524

Jkt T JK

For the all policies are proper case 1155 5511,12115512

115 711 11TH 1 1 21775114115511
I Ck 11Jo JA VI error bond if all policiesareproper

Lecture 127

Contraction mappings A quick detour

fat E

him fix o

Iffyno

Repeated application of f leads to

the fixed point



Vector space X
Norm Hall satisfies 3 properties

i 1121 0 Tff KO

Ti 112 211 E 11211 11411 x y tf
Triangleingot

Ciii Il call lol Hall Hat X scaler C

Contraction mapping
Atpase X X is a contraction mopping it

F CE Co 1 S f

I TI FA Fly ll sell x 211 x yfX

The space is complete under the norm l l if
every Cauchy sequence x CX converges

CA sequence ice is Cauchy ifÉ Ine s t J11am allee min Ne
y

that
6m85 HEHMS.t.mn Sn LIK I

Facts i Tf X is complete F in a contraction

wot kill with modulus l then

F ha a unique fixed point i e son of

5 t Flat 13 E 1 0

If he underlyingspace
m.me eelogii Xa FCK Then

Dk Je't as k y

that isCauchybut
doesn't converge



Contraction mappings in MDPs Ref Sec 1 S of DPOC v.CI

1151 11 154,1 in
1115115 1151

11.11 sup norm or

where x 70 He f X max norm

Let B X denote all functions J sit 11511,20
simplecase

finistepaske

Prop3 Lt F BCX BCS be a contraction

mapping with modulus CE Co 1

Assume BCD is complete Men

i There exists a unique JEB 8 St

Fj't

ii lim Ft J IJYfora.gg g
and

kiss

Ayo I FtJo 5 11 e et 115 571g

tie
that holds Hk

Pf see next page



Fix some Joe BCS
Do Jet F Jic starting with Jo

Il Jia Tall AFI FILE e NT Je ill
is a e contraction

115kt Jill E É 115 Toll

So Hk 70 m I we have
Telescoping sum

Jem Jill 1154m Jem them i Jem

Ha Tall

pink TE EI Il Tai Tai ills

wig e e lt et et ten 7115 toll

Iem Tell e
EFFIE I

I Jk a Cauchy sequence Yes
make Reset

in

Since BCS is complete I J and FEB X
T

It is only a limit of VI
we havnt shown F yet



To show J is a fixed point

IF J Il I 11 FA Jell 115 511

s ell f Jill t IT J'll
1 9 o since Jay

So F Jt

To show uniqueness of J

Assume I is another fixed point FF J

115 511 IF F Ille
IF Ill E e 115 511

Cto
I

To show error bound

11 Fk I 7113 11F'Jo F 11

f e 11 Ft't Ill

repeat to infer

11 F'To 5 11 e et 115 571



Back to SSPs

Assuming all policies are proper IS sit 511770 Hi and

IIT J T Ill E l 11J Ills HI JER

Uig the error bound from the second claim in Prop3

we obtain

11 JI FI E e 115 511g

where J T JK Jo is the initial vector

for value iteration

Remark A similar error board holds for a evaluating
a proper policy it wring VI

Efim Seidel variant of VI

Note In VI we do Jef TIK i e we apply
the operatorT for all states i

Alternative update one state at a time use

recent updates of states that are already
updated



Gauss Seidel VI update

FJ i min E
after j Pij

a 811,953 51 D
Santas CT 5747

For 5 2 n

FJ i
ayyy Piola gli a j

É Pisa 5 G tripme previous

É Pista Jlp
Irk Gauss Seidel VI converges faster than regular VI

IT 5 1,7 11
s ve

5 11 Proof in
Prop 2.2.3of
Vol II

spxh VIiDJikTJ.IEAsynchronous VI

i Start with an arbitrary Jo
ii In Kth iteration pick an index theft in
and do

Ja lit TJ i if i ik

Ili else



If all States are picked infinitely often then

Jk J as k ie

Proof Check Vol II some section

Lecture 13

Q learning as a form of VI

Cal Q leering doesn't requirethemodel But

when the model is know gi.e.tt tanDqipifnghdahere
Q learning is equivalent to VI

However in the care when T is not computable

directly such as in a typical RL setting there is
a natural extension of Q learning available

Consider an SSP
VI Jin T Jk with fixed Jo

at Ali
Pista gli a IcjIke i min

Jk i min
at Ali ke i a

where Qu i a Pig a gli a s win aidBEAD



with Joli nagana Qoli a

Q leaking update

why Q learning works

Q factors Q values

Define Eli a Piola gli a Hj

Taeadionainstaif from the
next state onwards follow the

optimal policy

Bellman Equation J i T i ie Ci min E gci.a.pt D

i min Cia

Thu I can be alternatively defined by

axial Piola gli a s tying
jib

eeima.ee on
tci.a E gci.ag

yin 8b

The operator underlying Q Bellman equation is

F i a Piola gli a j tying
Q jib



TA can be shown that EQ is a contraction

mapping when all policies are proper

So VI for Qa Bellman egration is

start with Qoc keep applying

f Q C operator

QoF Q p
Q

eventually

Owe you have Q't we can obtain 3 why

g Cik mian oili.at

Eq is just VI on Q values

PTO



Policy iteration PI

VI can possibly take infinite of iterations to converge

PI is a method guaranteed to converge within a

finite of iterations for finite state actin spacedmops

PI Policy
Exhalation

Site
In

Popticay
impigrateatat

ToF Jit
ing strict
foratleast if not i e Jp Jit
onestale then we have found the

Fi s t J i J ci optimal policy

PI algorithm
step 1 start with a proper policy To

Step 2 Evaluate Tk i.e compute JitPolicy
by solving J THEEvaluation



Jci E Pig Thi gli it 57 51877
j t i

here JCI Jin are the's int f
Solveig A given Jay

step 39 Policy improvement

Find a new policy Ike by

T JI I T If
known

fromstep
2

nextfighg
Kt Ly Bellmanoperator

E Tali argmin Pig a glia j 15,12
at Ali

Tf Jake
i Tali for at

least one state i

then go to step 2 repeat

Else Stop In this case JI Jay J win
sh

This
construct

Stop lien be modified by starting with a finite J fd
i

going to stop 3 directly That would give'atiigompts

Convergence



Itai policy improvement does just that

Let IT IT be two proper policies s t

The JIT T JIT

Then J i E J i Hi A

with strict inequality for at least oneofthestate
if IT is not optimal

PE we know that J T J t.IE I

Ale Ty J T J given

Ici7 Piftein gci aa j j

Taft z me Pista gli a 5 I j

Ty Ja i Hi

91 J 3 Ty J TIF 7TH It

J IngTH Jit

Se A is provedJa Ja
7



To prove It in optimal if theinequality in x isn't strict for at leatone

Now if J Jal then from an CA
th

Ja Ty Ji

Ty Jit
T Jit by construction

Ung we get
J T JIT

IT is optimal since Tie the Bellman operator whim
has a unique fixed point

Thus if it isn't optimal then JH i Jaci
for at least one state i

Claim If the number of proper policies is finite
the PI converges in a finite number of
steps

Why Policy improvement guarantees a better policy
if the latter isn't optimal



Modified PI

Let mo m 3 be positive integers

Let J Ia and to IT be computed as

follows

Policy Ty JK TJ
as in PI

improvement
evaluationby

evaluation
Ja Ti

t

Policy apply'sTy
me times

by missteps
of VI

Two special cases

If My L Modified PI regular PI
since Ty JK Tita

If Matt Modified PI YI

Ja TITI TIK TIK
Recommended Choose me 1

Convergence Modified PI converges

proof skipped See Ch 2 of
Bertsekas DPOC V.LI



Ehret
Let Ji Ta I Sequence of optimal cost estimates

IT Ta Tz Corresponding sequenceof policies

Given Tic Tic we select a subset Skof states
and generate J Ike in one of the

following two ways

Watt Jae fit ftp.T i it its

Jaci else

am.EE i s
ways
tacit gig piÉÉiÉa

if if Sk I

t.ci else



Special cases of Asyne PI

If Se entire state space A is performed

infinite of times before one t operation

then we get regular PI

Tf Sk entire state space

1 7 performed my times before Ct

then we get modified PI

If Se entire state space

one 4 operation followed immediately by
one Ct operation then we get value iteration

If Sed 1 and

one 4 operation followed immediately by
one Ct operation then we got Asynchronous VI

Remark Async PI can be shown to converge
See DPOC Vol II for details

Ide Value iteration with Q factors leads finally
to Q learning in an RL setting

PI leads to Actor critic methods



Discussion of some problems

SSP Fone proper policy
Each improper it has J fits for at least one i

Claim I improper it sit J li for some j

I
thirisnota
valid counterexample

Claim is indeed true

Proof by contradiction

J Proper IT I improper test

I Cj e

Manufacture IT that follows IT

everywhere except j

Faystkis.t.J.fi a violates option



ay 3

Fone proper policy t why is this needed

I 9

fiawntafpp.yw.hn 2

flx 7 x

f x ex A EX

Oneproofford

f ffa frfr E fix ex requires
monotony

4
Fka Ex

Ex

Monotonicity off x Ey fix Iffy

H W Think of a counterexample



Jm Get min El ge Tt Ey
f mis E gl It Tiki
Trial


